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**Build an SVM Classifier from scratch**

Support Vector Machine is a type of supervised learning algorithm which is extremely useful when we are dealing with datasets having more than 2 features, i.e., 3 or more- dimensional data. This algorithm is clean and accurate even when our model is trained on complex non-linear data. After training, the algorithm creates a hyperplane where each classification is done in such a way that each type of data is present on either side of the hyperplane.

Here you are required to build an SVM Classifier from scratch.

I have built the SVM Classifier from scratch, and I have run it in Jupyter notebook. The “.ipynb” file and the dataset along with the graph shown is implemented and the same is uploaded on my GitHub repository, the link to which is given below.

**GitHub Repository:** <https://github.com/aiqqia/Machine-Learning>